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Abstract

To address the complexity of the phenomena that occur in a nuclear fuel element, a multi-scale method was developed. The method incorporates
theory-based atomistic and continuum models into finite element simulations to predict heat transport phenomena. By relating micro and nano-
scale models to the macroscopic equilibrium and non-equilibrium simulations, the predictive character of the method is improved. The multi-scale
approach was applied to calculations of point defect concentration, helium bubbles formation, oxygen diffusivity, and simulations of heat and mass

transport in UO,,,.
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1. Introduction

Nuclear fuel materials (alloys and ceramics) are complex
and often exposed to severe irradiation environments during
manufacturing, operation, and storage. Most commercial fuel
performance codes incorporate models of materials properties
that are based on empirical correlations. The applicability of
such models is limited to a regime where experimental data
is available and extrapolation outside this regime may lead to
misleading results.

An example of integration of various time and length scales is
the prediction of the Pu—Ga phase diagram, in the low Ga content
region [1]. Based on a method for determining phase stability
in binary systems [2], the equilibrium phase diagram of Pu-Ga
was calculated using limited information about the components.
Electronic structure calculations provided input for the modified
embedded atom method (MEAM). Molecular dynamics calcu-
lations using the MEAM many-body inter-atomic potential led
to predictions of the free energy of all phases in the low tem-
perature, low Ga content region of the Pu—Ga system [1]. The
existence of a eutectoid point that involves monoclinic Pu, face
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centered cubic (fcc) Pu, and the Puz Ga compound was predicted
confirming the metastable character of the fcc Pu—Ga solution.

In this work we propose a multi-scale and multi-physics
approach to develop a better understanding of heat transfer and
oxygen diffusion in urania (UO,), a widely used nuclear fuel
material. The method requires a theoretical framework to allow
for prediction of phenomena such as phase stability, heat trans-
fer, species diffusion, and fission products retention. As a first
step, several methods are used at specific time and length scales
to determine properties of UO».

Fig. 1 shows the time and length scales that are involved in the
simulations and the main theoretical methods that are currently
used at Los Alamos National Laboratory to develop the mod-
els. The multi-scale method relies on enhanced contributions
from the electronic structure theory and atomistic calculations.
Electronic structure calculations are used to derive the parame-
ters of the inter-atomic potentials. The potentials are validated
against a minimal set of thermo-mechanical data. The use of
molecular dynamics allows for incorporating vibrational com-
ponents of thermodynamic properties. Using atomistic methods,
the free energy of point defects is determined and the concentra-
tion of various types of defects calculated. That serves as input
for developing models of non-stoichiometry, thermal conduc-
tivity, and oxygen diffusivity. This information is then provided
to continuum level simulations of transport phenomena such as
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Fig. 1. Length and time scales involved in simulating phenomena relevant for
nuclear materials as covered by computational methods.

heat conduction and oxygen diffusion. In this method, the infor-
mation is transfer via key material properties such as density,
formation and migration free energy, thermal conductivity, and
species diffusivity.

At this time we are not able to fully interconnect the com-
ponents and more work is necessary before producing reliable
simulations. In this paper, we present preliminary steps towards
integrating various length and times scales into a self-consistent
simulation of transport phenomena in a nuclear fuel element. To
reach the level of precision required by the multi-scale method,
the properties are determined with high accuracy. However, the
link between scales is imperfect and sometimes missing. Future
studies will be dedicated to improving the transfer of informa-
tion and determining the uncertainty associated with the models
and simulations.

2. Results and discussion

2.1. Finite element simulations of heat transport and
species diffusion

The temperature and oxygen distribution in UO; nuclear
fuels are influenced by several phenomena such as neutron flux
gradients that produce non-uniform fission density, volumetric
heat rate and fission product yields, density changes including
swelling, radial cracks, and porosity formation, and microstruc-
tural changes such as recrystallization and grain growth. In this
work we are focusing on the coupled heat transport and oxygen
diffusion phenomena, as a first step towards a more complex
study. In a typical fuel element, cylindrical UO; fuel pellets
are stacked in a metal alloy cladding and the gap between the
cladding and the fuel pellet is filled with helium. The fission
reaction generates heat that is diffused mostly outwards in the
radial direction. Due to the Soret effect, the gradients in tem-
perature induce oxygen diffusion which in turn triggers the
conventional Fickian diffusion. The counterbalancing effects of
the Soret and Fickian fluxes are responsible for a variation of
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oxygen concentration through the fuel pellet even at steady state
[3,4]. Conversely, the temperature variation through the pellet
is preserved because of the heat generation, which manifests
itself as a source term in the heat equation. The oxygen diffu-
sion equation contains two driving forces: a Fickian term, Vx,
and a Soret term, xQ" VT/(FRT?), where T is temperature, R the
gas constant, F the thermodynamic factor [5] and Q" is the heat
of transport of oxygen [6]. Table 1 summarizes the expressions
used in the simulation, including the density p [6] and thermal
conductivity k [7] of the fuel.

We used a finite element model to examine the case of fully
radial heat conduction and oxygen diffusion, at steady state.
The temperature distribution was calculated in the fuel, gap
and cladding while the non-stoichiometry was only calculated
in the fuel. We use typical radius values of R;oq =4.3 mm and
Ri1ag =4.833 mm, and a gap of 0.03 mm, although it is known
that the gap can vary during the first irradiation cycle. For
the temperature in the outer face of the metal alloy cladding,
we set Dirichlet boundary conditions by fixing the tempera-
ture at 750 K. Similarly, for the outer edge of the fuel rod, the
non-stoichiometry was set to 0.001. This value describes a quasi-
stoichiometric oxide in equilibrium with the inert gas in the gap.
For the heat generation rate due to the fission reaction, we used
a typical value of 0 =4.304 x 103 Wm™3 [8].

The temperature and non-stoichiometry distributions along
the radial direction of a fuel rod were calculated and are shown
in Fig. 2 with solid and dashed lines, respectively. The heat
generation due to the fission reaction caused the temperature
within the rod to be the highest at the center. Since heat is
extracted from the outer surface of the cladding, the temperature
decreased with increasing radius, as expected. The oxygen atoms
re-distributed such that hyperstoichiometry was higher in the
hotter regions. The results are consistent with known behavior
of UO; fuels and represent solutions of a 1D problem. How-
ever, it was important to numerically solve the coupled heat and
mass transport equations to gain confidence in the computational
tool for further studies of coupled 3D phenomena in UO; fuel
elements.
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Fig. 2. Steady-state temperature (solid) and non-stoichiometry (dashed) distri-
bution in radial direction for a UO,,, fuel rod.

2.2. Thermochemical models of defects and calculations of
oxygen diffusivity

Understanding the structure and the properties of defect lat-
tices is of fundamental importance in materials science, since
the atomistic mechanisms control the bulk transport phenom-
ena. Most of the critical parameters influencing the behavior of
a nuclear fuel rod, such as species diffusivity and thermal diffu-
sivity, depend on both fuel local stoichiometry and temperature
distribution. In particular, multi-scale modeling of the kinetics
of oxygen diffusion in non-stoichiometric oxides is a critical
component of the combined experimental and theoretical effort
aimed at predicting the long time properties and phenomena in
nuclear fuel materials. Advancing the thermochemistry of defect
species opens a path to modeling of more complex phenomena,
such as fission products diffusion [9].

Although UO; oxide adopts the same fluorite structure as
CeO, and PuO;, the process of reduction of U** to U3* requires
significantly more energy, with the result that in urania the
hypostoichiometry can only be measurable at very high temper-
atures (above 1800 K) and very low partial pressures of oxygen.
In UOy4,, a facile valence change U* to U replaces the reduc-
tion of metal ions, a mechanism that leads to a wide range
of hyperstoichiometry, up to at least UO» 3. Such a different
behavior from other similar oxides, such as CeO; and PuO,,
indicates that not solely the lattice symmetry is involved in the
details of evolution toward thermodynamic equilibrium with a
given surrounding oxygen atmosphere. The nature, the strength,
and the fine details of complex interactions of constituent atoms
also play an important role. As first shown by neutron diffrac-
tion studies [10], the excess oxygen ions are incorporated at
interstitial sites.

The concentration of oxygen atoms is often expressed in
terms of the non-stoichiometry x in UOy,,, which is strongly
related to the type and concentration of point defects. To cal-
culate the non-stoichiometry, we analyzed a simple model
including four types of point defects as major contributors to
the lattice disorder: Frenkel pairs, doubly negatively charged
oxygen interstitials O, positively charged Uy (U>*) uranium
ions, and positively doubly charged oxygen vacancies Vg. In
this model, we neglect the release of oxygen due to uranium
fission and the complex chemistry associated with that pro-
cess. To describe the charge state of the system, we used the
effective electric charge on the defect, namely the difference
between the real charge and that of the species that would have
occupied that site in a perfect crystal. The cation (U) sublat-
tice was treated as ideal, in the sense that the concentration of
uranium vacancies Vy and uranium Uj interstitials were both
considered negligible. The model assumed the dilute solution
approximation, neglecting at this stage the defect interactions
and the spatial correlations due to the exclusion effects. The
defect species equilibrium was consequently described using
the mass action equations, supplemented by charge conservation
and lattice geometry constraints. This statistical thermodynamic
approach was incorporated in a Mathcad simulation program.
Using as input parameters the enthalpies and the entropies asso-
ciated to the equations describing the formation of defect species
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Table 2

The optimized enthalpy (), and entropy (s) parameters associated with the
defect reactions used in the present calculation of defect species concentration
in UOg4

Defect reactions Optimized parameters

h (V) s (k)
05 < O/ + V¢ 4.52 35
(1/2)0; + 22Uy < O +2U, -0.37 3.32

listed in Table 2, the concentration of defects were determined
with the conjugate-gradient method. Consequently, the values
were continuously optimized until a self-consistent good agree-
ment with the reported experimental dependencies of x [11]
on temperature and partial pressure of oxygen was observed
(Fig. 2).

The predicted concentration of defect species in UOpy, is
shown in Fig. 3(a). The Frenkel pairs are seen to dominate
the stoichiometric region, while the interstitials take over in the
deep non-stoichiometric range. A comparison between the tar-
get functions and the calculated partial excess Gibbs free energy
of oxygen AGoz =RT In Po, as a function of non-stoichiometry
x for 1273 K, and 1373 K is shown in Fig. 3(b). The calculated
dependence was further used to evaluate the enhancement factor
of oxygen diffusivity in UO».,, as a function of x.

The self-diffusivity, as a function of non-stoichiometry and
temperature, was calculated using a semi-empirical dependence:

Dg(x, T) = Dox exp <;BE7?> exp(—6x) (1)

where Dy (constant) is a diffusivity prefactor, Ey (con-
stant) related to the effective migration energy, and 6
(constant) describes the blocking effect for the migration
of interstitials. This form is based on the analysis of the
experimental data [12-15] in Fig. 4, and provides a steeper
dependence on non-stoichiometry compared to [12]. Here
Do = (I*16)Zvf. exp(sf/ks T), with the jump length I = (a/4)v/2
and a=5.4 x 10~ 9m the lattice constant, Z=12 is the geo-
metric factor of frequency, f. =2/3 is the correlation factor,
s¢=3.32 kp is the formation entropy of interstitials (see Table 2)
and v=0.996 x 101251 (in house atomistic calculations). Eg
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Fig. 4. Oxygen self-diffusion data for UOy4, as a function of composition.
Black circles: [12]. Open circles: [13]. Dash dot and dash line: Monte Carlo at
T=1073 K [14]. Black squares and open squares: compilation using a collection
of experimental data presented in [15]. Thin line: blocking model: [12]. Thick
line: this work, calculated with Eq. (1) and Dy =0.013cm?s~!, Eg=1.039¢V,
0=6.1.

and 0 were derived using Eq. (1) and the available experimental
data. The model based on Eq. (1) predicts the appearance of a
maximum:

Dy Ey
pun= () o0 - (7)1 *

in the dependence of self-diffusivity, at a non-stoichiometry xp,
satisfying xn0 = 1. The reasons for the occurrence of a statisti-
cally significant maximum around x=0.1 were also discussed
by Murch [14]. Recently, preliminary investigations of UOg,
using a simple, but powerful, diffusion simulation of oxygen in
UO3y4y, based on kinetic Monte Carlo (kMC) procedure [16],
predicted oxygen self-diffusivities having the same form and
magnitude as given by Eq. (1). The chemical diffusivity was
calculated by dividing the self-diffusivity with the correlation
factor, and multiplying with the enhancement factor (also called
thermodynamic factor).
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Fig. 3. (a) Concentrations of defect species in UO,., relative to the concentration of oxygen sites in the perfect lattice, as a function of non-stoichiometry, calculated
with the defect model. (b) UO,,, non-stoichiometry as a function of partial pressure of oxygen. Thick line: target functions [11]. Dash line: calculated with the

present model.
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Fig. 4 shows the calculated self-diffusivity in UOp4, ver-
sus non-stoichiometry and temperature. As can be seen, despite
simplicity and some rough assumptions, the model predicts dif-
fusivities in a surprisingly close agreement with the experimental
results. Since, at this time, the main goal of the model was to
relate atomic scale properties of defects to macroscopic oxygen
diffusion, we consider this qualitative agreement as satisfactory.
We trust that, provided better values of the free energy of forma-
tion of different defect types, the agreement with experimental
data and the predictive character of the model will improve.

2.3. Phase field simulations of he bubbles formation and
evolution

During the last decade, the phase field method has been
emerging as a very powerful computational tool for model-
ing and predicting complex microstructure evolutions on a
mesoscopic length scale. It has been applied in many impor-
tant materials processes [17-21] including solidification, phase
separation and precipitation in different alloys, martensitic trans-
formation, ferroelectric and ferromagnetic phase transitions. A
phase field model reads thermodynamic and kinetic data from
atomistic simulations and thermodynamic calculations, and out-
puts the kinetic information of microstructure evolution as well
as microstructures for calculations on a higher length scale.

In the present work, we developed a phase field model to
simulate the evolution of gas bubbles in a single crystal with
gas atoms. We assumed that the gas bubble and solution phases
are in equilibrium at a temperature of interest. In the phase field
framework, a composition field c(r, f) is employed to describe
the mole fraction of gas atoms, where r and ¢ are the spatial
coordinate and time, respectively. The total free energy of the
system, which includes chemical free energy, interfacial energy,
and elastic energy, is given as

2
F(c(r, 1) = / {G(c(r, ) + %IVC(;’, DI? + ESS(c(r, 1)| dV
1%
(3)

where G(c(r, 1))=Go[2.1(c(r, 1) —0.5)* — (c(r, n — 0.5)*] is a
double well chemical potential. It has equilibrium values 0.988
and 0.012 for the gas bubble and solution phases, respectively.
Gy is a constant. k is a gradient coefficient associated with
the interfacial energy, and E¥®(c(r, 1)) is the elastic energy
due to the size mismatch between the host and gas atoms. We
assumed that the gas bubble is compressible, but cannot resist the
shear deformation. The elastic constants are simply written as
Aij = A% + A jc(r, t) which let the shear modulus in gas bubbles
be zero. The elastic energy is calculated by solving the mechani-
cal equilibrium equations in an elastically inhomogeneous solid
with an iteration method [18]. The bubble evolution or the gas
atom diffusion is described by the Cahn—Hilliard equation:

dc VMV«SF(C(n 1))

a s e @

where M is related to the mobility of the gas atom, and &(r, 1) is
the thermal fluctuation term. In the simulations, we considered

Table 3
Phase field model and simulation parameters

Grad size Ax=Ay=2.5nm

Interface thickness k=12x%x10"*/T/m

Mobility M=1.5x 10~ m>/Js

Elastic constants A?] = 300 GPa; )‘(1)2 = 100 GPa;
A9, = 100GPa; 3, = —100 GPa;
A}, = 100 GPa; 1), = —100 GPa

Overall composition c0=0.23

Coefficient Gp=3.6 x 10'0 J/m?

a two-dimensional problem although the model is general in
three dimensions. Periodic boundary conditions are applied to a
simulation cell 256 Ax x 256 Ay in the x- and y-directions. The
model parameters are listed in Table 3. The kinetic Eq. (4) is
solved numerically using a Fourier-spectral method [22]. We
assumed that the gas atom has very low solubility in the matrix,
and the thermal fluctuation is able to nucleate the gas bubbles.
Fig. 5 shows the whole process of gas bubble evolution from
homogeneous nucleation, growth to coalescence. The shades of
gray denote the concentration of gas atoms. Comparing the gas
bubble evolution with and without the elastic interaction, we
found that the elastic interaction speeds up the growth of gas
bubbles, but slows down the coalescence. More detailed results
will be presented in a future paper.

2.4. Kinetic Monte Carlo simulations of radiation damage

Kinetic properties of point defects govern radiation toler-
ance, fission product accommodation, fission gas release and
microstructural evolution in-pile [23]. The kinetics of this evolu-
tion will impact the stability of the fuel during service. Modeling
the defects and the mobility of oxygen in oxide fuels opens a
path to the modeling of the more complex phenomena of fis-
sion products diffusion. Under operating conditions, urania fuel
is typically hyperstoichiometric, i.e., there are excess oxygen
atoms in the materials to accommodate U>* charged ions. In
hyperstoichiometric UO».,, the excess oxygen atoms occupy
interstitial sites. The thermal conductivity and oxygen diffu-
sivity are inter-related. Under operating conditions, the oxygen
atoms re-distribute in accordance with temperature gradients
and also serve as carriers for the heat conduction in the ura-
nia fuel rod. Thus, understanding oxygen interstitial diffusion
is essential to understanding fuel rod properties both in equilib-
rium and under operating conditions. While atomistic modeling
described in Section 2.1 can be used to calculate defect energet-
ics and defect geometry, microstructural evolution that occurs
over long length and time scales are still beyond the reach of
such algorithms.

We have developed a kinetic Monte Carlo (kMC) model to
study the microstructural evolution due to point defect mobility
and their interaction in UO,_,. Interstitials are distributed on
octahedral sites on the CaF, sublattice, and the oxygen atoms
migrate by the interstitialcy mechanism. In this mechanism, the
oxygen interstitial displaces an adjacent oxygen atom into a
nearby vacant interstitial position on the oxygen sublattice. The
rates of migration of the interstitial oxygen atoms and vacancies
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100nm

Fig. 5. The temporal evolution of gas bubbles: (a) r=10s; (b) r=50s; (c) t=100s; (d) t=150s; (e) t=250s; (f) 1=350s.

on the oxygen sublattice are expected to follow the Arrhenius
relation for a thermally activated process: r=vexp(—E/kgT),
where r is the rate, E the activation energy, v the pre-exponential
or attempt frequency factor, T the temperature, and kg is Boltz-
mann’s constant. Parameters required for the calculation of the
rate of migration can be obtained through the atomistic modeling
described in Section 2.5. The attempt frequency factor is a con-
stant indicating how many collisions have the correct orientation
leading to the transition of the atom from one site to the adja-
cent site and is taken to be the Debye frequency of UO5;. In the
results shown here, the migration rates of the oxygen interstitials
and vacancies are calculated by employing activation energies
obtained from the experimental deductions by Kim and Olander
[24].

A blocking model [25] is employed to describe the interac-
tions between two oxygen interstitials, i.e., if two oxygen atoms
are at adjacent interstitial sites, their respective paths in those
directions are blocked. The migration of the oxygen interstitials
is propagated by the standard kMC algorithm [26,27] in which
the simulation time increments are variable and depend on the
rates of all the reactions possible in the system.

Using the kMC simulation, we calculate the mean square
displacement of the oxygen interstitials. The mean square dis-
placement is related to the diffusivity by the Einstein relation:

MSD = (Ar?) = 6Dt 5)

where MSD is the mean square displacement, Ar the displace-
ment of the oxygen interstitial, D the diffusivity and ¢ is the
time.

We calculate the diffusivity for different values of the non-
stoichiometry for hyperstoichiometric urania. Fig. 6 shows the

variation of the oxygen diffusivity as a function of the non-
stoichiometry in hyperstoichiometric urania. The diffusivity can
be fitted to an expression similar to Eq. (1):

E
D = Dox exp (—@—?) exp(—6Ox) (6)

where Dy is the diffusion constant, x the non-stoichiometry, Ep,
the migration energy of the lattice hop and ® is the constant
describing the exponential dependence on x.

The results of the kMC simulations are compared with data
from experimental observations of diffusivity [12,28] in Fig. 6.
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Fig. 6. Oxygen diffusivity as a function of the non-stoichiometry in UO,.,.
Circles: Eq. (6), squares: data from [12,28].
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At low hyperstoichiometry, the experimental results are closely
reproduced by the simulations. The values of diffusivity calcu-
lated by the simulations are consistently lower than experimental
values at higher hyperstoichiometry.

At low stoichiometry, the diffusivity is dominated by the
interstitialcy mechanism which is simulated in the kMC model.
Thus the simulations are able to reproduce observed experimen-
tal data. At higher stoichiometry, it is possible that the migration
of clusters [29] of oxygen interstitials is activated and contributes
significantly to the diffusivity of the oxygen interstitials. Such
a cluster migration mechanism needs to be accounted for in the
kMC simulation which would help explain the large decrease in
diffusivity at high stoichiometry. The present result is encour-
aging because the simulations have been performed with no
fitting parameters. Even so, the diffusivities, especially at low
stoichiometry, are very close to the experimental results.

Motion of di-interstitial motion is not included in the catalog
of rate events. In fact, this is evident in the result where we show
lower oxygen diffusivity at higher non-stoichiometry where di-
interstitial motion would be more effective. We are presently
conducting calculations of the di-interstitial mobility based on
ab inito and empirical potentials and will introduce these in the
KMC algorithm in order to make the KMC more accurate at
higher non-stoichiometric values. So far the values taken in the
KMC code are from experimental results. Values of complex
mobility based on experimental results are not readily available.
We intend to replace our input dataset with a dataset obtained
from atomistic calculations.

In the blocking model, oxygen atoms at adjacent interstitial
positions repel each other. Thus, Coulomb interactions associ-
ated with the excess negative charge of the oxygen interstitials
within the UQO; lattice are considered within the blocking model.
Excess charge oxygen atoms are considered purely repulsive.
Consequently, di-interstitial complexes are unable to form in
the simulation. Once ab initio and semi-empirical calculations of
di-interstitial mobility are completed, the KMC simulation will
include di-interstitial formation and migration as well. From the
results shown in Fig. 6, it is evident that this simple blocking
model describes the oxygen transport at low non-stoichiometry.
Further changes to the model that reflect di-interstitial forma-
tion and migration will make the KMC more accurate at higher
non-stoichiometric values.

Future work will refine the kMC model for point defect
diffusion in hypo-stoichiometric urania. It is easily possible
to incorporate the diffusion of fission products in the kMC
model provided the parameters necessary to calculate the migra-
tion rates of these products are available. We intend to employ
the atomistic simulation techniques (molecular dynamics, den-
sity functional theory, accelerated dynamics) to parameterize
the input data set necessary for the kMC model to completely
describe the mechanisms of oxygen diffusivity as well as fission
product mobility in UO, fuel rods.

2.5. Atomistic calculations of point defect properties

In this section we calculated defect properties primarily with
density functional theory (DFT), to compare both with the sim-

pler empirical potential models and all-electron descriptions of
UO; described in the next section. The results of these calcula-
tions are then used as input into higher-level simulations, such
as the kinetic Monte Carlo simulations described earlier.

We have primarily used two different methodologies in
this work: density functional theory and accelerated molecular
dynamics using an empirical potential.

Density functional theory (DFT) calculations were per-
formed using the VASP [30] code. This code uses pseudopo-
tentials which reduce the core electrons to an effective potential
and only explicitly treats the valence electrons. This is in contrast
to the calculations of phonon spectra, also reported in this paper,
which treat all of the electrons explicitly. We have tested conver-
gence of defect properties versus cell size and k-point sampling,
finding that most properties are converged to within 0.1-0.2 eV
for a k-point sampling size of 2 x 2 x 2 and a cell size of 24
atoms. This is compared to k-point samplings of 4 x 4 x 4 for
the 24 atom cells and cell sizes of 96 atoms. We also verified
that our results were insensitive to the spin polarization of the
electrons.

The accelerated molecular dynamics simulations employed
the temperature accelerated dynamics (TAD) method. This
method has been extensively described elsewhere [31]. Here,
we note that this method allows for extending the timescale of
molecular dynamics simulations to microseconds. We used TAD
to probe the kinetics predicted for point defects by a Buckingham
model for urania [32]. In our implementation of this model, we
did not include the polarizing shells associated with this model.
Other results are taken from [33], which did employ the shell
model.

Fig. 7 shows the results of calculations for various defect
properties in urania. For comparison, we have included the
results reported by Crocombette et al. [34] which also employed
DFT and those in [33] which are for the Buckingham model
mentioned above. All theoretical results are compared to exper-
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Fig. 7. Defect energies in urania as found via a variety of methods. FP refers
to a Frenkel pair defect, while O and U refer to that defect on the oxygen and
uranium sublattice, respectively. While electronic structure calculations (VASP
and all-electron) tend to agree with experiment for thermodynamic quantities,
they do not agree so well for the migration energy of the oxygen vacancy. Rather,
the empirical potential, which does not agree well with experiment for defects
involving uranium, does agree well with experiment for the migration energy of
the oxygen vacancy. Values for experiment and the empirical calculations are
from [33] and Crocombette are from [32].
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Fig. 8. Measured and calculated phonon dispersion for urania. The measured
data is from neutron scattering at 296 K [40], while the calculated frequencies
are harmonic and correspond to the low-temperature limit.

imental numbers, as reported in [33] and references therein.
As can be seen in Fig. 8, the electronic structure calcula-
tions, whether employing pseudopotentials or not, or including
spin polarization, all agree well with experiment for all of
thermodynamic properties of the defects considered here: the
oxygen Frenkel pair formation energy, the uranium Frenkel pair
formation energy, and the energy to form a Schottky defect.
The empirical potential works reasonably well for the oxygen
Frenkel pair, but does not agree with experiment for those defects
containing uranium species. In fact, for both the uranium Frenkel
pair and the Schottky defect, the empirical potential predicts
formation energies that are almost a factor of two greater than
experiment. The disagreement for the oxygen Frenkel pair is
significantly smaller. There is some sensitivity of the results on
the parameterization of the potential, as shown in [33]. These
results on formation energies are in contrast, however, with the
results for the oxygen vacancy migration energy. In this case,
the DFT result is about 1.5eV, about three times as great as
the experimental value of 0.5eV [35]. The empirical potential
actually agrees very well with experiment for this value.

Thus, there is currently no one single theoretical approach
that agrees well with experiment for all relevant point defect
properties. That the empirical potential does not agree with
experiment for all properties is not surprising, since it assumes a
fully ionic system which may not be accurate for all aspects
of urania. However, the disagreement of the DFT results is
a little more surprising until one recognizes that DFT, within
both the local density approximation and the generalized gradi-
ent approximation, predict urania to be metallic when it should
have a gap [34]. This is the standard shortcoming of DFT for
band gaps, but illustrates the fact that DFT does not predict all
materials properties accurately.

These calculations will ultimately provide input to higher
level models such as kMC. Currently, our kMC work uses
experimental values for oxygen interstitial migration, which
we will replace with atomistic values as we progress in
this work. Of key importance is defect—defect interaction,
especially interstitial clustering, which will be very important
for hyperstoichiometric urania.

2.6. Electronic structure calculations of phonon spectra

Nuclear fuel materials often display properties that make it
dangerous to investigate them experimentally. The risk of tox-
icity or radioactivity leads to precautions that can make the
experiments prohibitively expensive. The hazards and expenses
limit both number and choice of experiments, which results in
insufficient measured data to determine the models needed to
investigate potential fuel elements.

Electronic structure methods provide the alternative and step
in where experiments become too hazardous or expensive. The
scale of what can be calculated is limited to of the order of a 100
atoms, but at that scale modern electronic structure methods
deliver reliable input for tuning larger-scale models. In addition,
results from these methods can guide the choice of experiments,
i.e., the choice of materials worth investigating in the laboratory.

Recent years have seen electronic structure methods used to
calculate material properties as they change with temperature—
changes that are significant to nuclear fuel materials and their
performance. Key to the evaluation of temperature effects is the
calculation of individual phonon branches.

As an example, Fig. 8 compares the calculated and mea-
sured phonon dispersions for urania. The theoretical frequencies
result from applying the direct force method [36-39] to results
obtained from density functional theory (DFT) calculations in
the generalized gradient approximation. In a large simulation
cell consisting of repeated unit cells the force constants are eval-
uated from the forces on all atoms calculated in response to the
displacement of the basis atom in one unit cell. A spatial Fourier
transform with a given wave vector g of the force constants
results in the g-dependent dynamical matrix. Diagonalization
of the dynamical matrix gives the corresponding frequencies.
While the frequencies are not in perfect agreement, the overall
likeness more than suffices to calculate thermal effects, as these
are determined not by the details of individual phonons but by
average phonon frequencies.

More importantly, such electronic structure calculations of
the phonons deliver reliable tuning of the models described
above, especially in terms of how the models describe the
influence of temperature on material properties. Thermal
effects important to the simulation of nuclear fuels stem from
changes in thermodynamics due to changes in chemistry and
microstructure; the calculation of these effects quickly becomes
prohibitively expensive for electronic structure methods and
model potentials must be used.

3. Conclusions

A multi-scale method is proposed for calculating thermo-
mechanical properties of nuclear fuel materials and simulating
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transport phenomena in nuclear fuel elements. The method
consists of electronic structure calculations, development of
inter-atomic potentials, molecular dynamics and phase field
simulation, and thermo-chemical calculations. The models are
incorporated in finite element computer programs and used to
simulate the behavior of nuclear fuel materials in reactors. There
is a continuous feedback between components, leading to pre-
dictions of properties such stoichiometry and oxygen diffusivity,
and phenomena such as gas bubble formation and heat transfer.
The transfer of information is mediated by properties such as
density, free energy, thermal conductivity, and species mobil-
ity. At this time, the coupling between methods is imperfect
and much work is needed to produce reliable predictions of
nuclear fuel behavior in a reactor environment. This work shows
preliminary results of such coupling and small steps towards a
mechanistic approach that can contribute to the optimization of
fuel properties and the evaluation of fuel performance.

Future work will include studies of irradiation effects on
thermo-mechanical properties and evaluation of uncertainty.
A new method of uncertainty evaluations, based on Bayesian
statistics was recently applied to binary systems [41], providing
calculated confidence intervals (error bars) for the UO,—PuO,
phase boundaries. The method allows for incorporating uncer-
tain data sets, both large and small, in an efficient and meaningful
way. Using a similar approach we are currently evaluating the
uncertainty of multi-component actinide systems of relevance
for nuclear fuels applications.
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